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Abstract This article considers recent progress in mod-

elling the degradation of Fe9Cr steels exposed to high-

temperature CO2. Computational modelling is used to

rationalise the mechanism of the so-called breakaway

oxidation, which is shown here to be associated with the

carburisation of the underlying Fe9Cr substrate of finite

dimensions. Oxidation kinetics, non-steady-state carburi-

sation kinetics, and the mass transport mechanisms are

covered. The theoretical and numerical/analytical chal-

lenges are discussed, with possible ways forward being

suggested. Thus, we demonstrate that the software systems

built on Prof. Hillert’s legacy are maturing rapidly towards

engineering tools which can be used to anticipate the

degradation of complex multicomponent alloys in engi-

neering situations of relevance and significant complexity.

Keywords carburisation � characterisations � CO2 �
corrosion � modelling � oxidation � steel

1 Introduction

Software tools involving computational thermodynamics

and microstructural kinetics have developed in a remark-

able way, built on the pioneering contributions of Prof.

Mats Hillert.[1] A traditional scientific use has been the

study of reactions in metals and alloys, particularly to

elucidate mechanisms of transformation and to rationalise

reaction pathways.[2] Due to the fundamental nature of the

underlying models and the accuracy of the underlying

thermodynamic and kinetic databases, hope exists that they

can evolve still further so that their accuracy can be relied

upon to anticipate materials degradation and thus support

decisions concerning component safety. They might then

be considered true engineering tools. Here, we attempt to

show that this maturity is fast approaching.

As an example, this paper concerns the reaction of 9Cr

(with Cr concentration of 9 wt.%) martensitic/ferritic steels

in high-temperature CO2—as this gas serves as a thermal

transfer medium for various energy applications, such as

the power plants being designed and constructed based

upon Brayton or Allam power cycles[3] or those involving

concentrated solar power (CSP).[4] Gaseous CO2 is also

relevant to the Advanced Gas-Cooled (AGR) nuclear

reactors which are responsible for generating the majority

of nuclear power in the United Kingdom.[5] The design of

alloys against degradation in such environments is thus

Dedicated to the memory of Prof. Mats Hillert.

This invited article is part of a special tribute issue of the Journal of
Phase Equilibria and Diffusion dedicated to the memory of Mats

Hillert on the 100th anniversary of his birth. The issue was organized
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technologically important.[6] The 9Cr martensitic/ferritic

steels possess good creep strength and adequate corrosion

resistance in the CO2 environment at medium temperatures

between 400 to 700 �C.[7] The main character of associated

phase transformations during the degradation of 9Cr

martensitic/ferritic steels in these situations is simultaneous

oxidation and carburisation.[8] On the one hand, the out-

ward growth of the magnetite scale is accompanied by the

inward growth of the Cr-rich Fe spinel layer. At the same

time, the alloy substrate—which is beneath the thickening

duplex oxide scales—is progressively carburised with the

extensive formation of carbides. Those carbide phases are

then oxidised,[8] consistent with conventional theory for the

internal precipitation within an alloy attacked by different

oxidants (Meijering,[9] as reviewed in[8]), which states that

the less stable precipitate (which is carbide in this case) is

expected to be found in the deeper zone.

Extensive experimental and theoretical studies have

been conducted to understand and describe the phase

transformations that occur in 9Cr steels when exposed to

the CO2 environment.[5,10–16] In this paper, those efforts

will be considered coherently, particularly with a view to

rationalising the corrosive attack which leads to so-called

breakaway oxidation. The limitations of the modelling

approaches taken thus far and possible ways forward will

also be discussed. As will be seen, the computational

approaches laid down by Prof. Mats Hillert[1,17–19] are

instrumental in what has been accomplished—and what is

needed moving forward.

2 Modelling Approaches

When 9Cr steel is exposed to high-temperature CO2, var-

ious phase transformations can occur, as schematically

summarised in Fig. 1. The simultaneous oxidation and

carburisation reactions, as observed by experiments,[5] can

be rationalised by the illustrative diffusion paths on the

phase diagram as shown in Fig. 2 where the stability region

of each phase is represented at different partial pressures of

oxygen (PO2
) and carbon activities (aC).

To give quantitative predictions of those reactions, in

this section (Modelling Approaches), the underlying

kinetic models will be introduced, emphasising:

• Boundary conditions applied at the spinel/substrate

interface due to the Boudouard reaction (section 2.1)

• Treatment of carbon diffusion and carbide precipitation

in the substrate (section 2.2)

• Treatment of the oxidation kinetics (section 2.3)

• Coupling between oxidation and carburisation (section

2.4)

• Treatment of finite-size samples for engineering

applications (section 2.5)

2.1 Interface Reaction at Oxide/Alloy Interface

One major characteristic of the degradation in the alloy

substrate is the non-steady-state carburisation at low

temperatures, particularly below 600 �C. This is supported
by experimental measurements that the carbon concentra-

tion (or carbide fraction) in the alloy close to the scale/

alloy interface increases with time (see Fig. 3(a)), and such

delay in reaching local equilibrium at the interface is more

profound at lower temperatures (see Fig. 3(b)).[5,10,12,20,21]

Theoretically, such phenomena can be rationalised by

considering the following reactions[22]:

CO2 ¼ CO þ 1=2 O2 ðEq 1Þ
2CO ¼ CO2 þ C ðEq 2Þ

where a low oxygen activity, which is controlled by the

oxide/alloy equilibrium, corresponds to a high PCO=PCO2

ratio (where P is the partial pressure) by the reaction (1),

thereby producing a high carbon activity via the Boudouard

reaction (reaction (2), where underlining denotes a solute

species). Three possible thermally activated processes are

involved:

(a) Diffusion of CO and CO2 species across the oxide

scale.

(b) Kinetics of the Boudouard reaction.

(c) Kinetics of carbon transport across the oxide/alloy

interface.

Coupled processes (a) and (b) were explicitly considered

in Rouillard’s early work[20] which succeeded in explaining

the increase with time in the rate of carbon uptake relative

to that of oxygen but did not justify increased PCO=PCO2
at

the oxide/alloy interface with time (which should be a

constant concerning parabolic oxidation kinetics). Later,

coupled processes (b) and (c) were proposed by Young,[8]

which gives the instantaneous carbon activity of the alloy

at the oxide/alloy interface aHC as

aHC ¼ a
eq
C 1� exp �btð Þ½ � ðEq 3Þ

where aeqC is the equilibrium carbon activity as derived

from the reaction (2) and b is a lumped kinetic parameter

considering the kinetics of the Boudouard reaction and the

cross-interface diffusion kinetics. Acknowledging that the

sluggish Boudouard reaction is catalysed either by the

metal[23] at the oxide/scale interface and/or possibly by the

whole oxide scale, process (c) alone defines the carbon

ingress rate across the scale/alloy interface JHCVm. By

applying the absolute reaction rate theory[24] and assuming
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that there is an energy barrier associated with the cross-

interface diffusion,[12] JHCVm (where JHC is the flux of car-

bon [mol�m-2�s-1] and Vm is the molar volume of the alloy

at the interface [m3�mol-1]) can be approximated by

JHCVm ¼ aa Tf g aeqC � aHC
� �

ðEq 4Þ

where the Arrhenius behaviour of the kinetic constant aa
was confirmed by further experimental quantifications

Fig. 1 Illustration of phase transformations in 9Cr steel due to high-temperature degradation in CO2. The figure is adapted from [10]

Fig. 2 Results of

thermodynamic calculations

predicting phase stable regions

at different PO2
(relative to the

gas phase at 1 bar) and aC
(relative to the graphite phase)

for the Fe-9 wt.% Cr alloy at

600 �C; calculations were based
on major phases included in the

TCFE11 thermodynamic

database; suggested

(illustrative) diffusion paths for

shorter times (t1 6¼ 0) and

longer times (t2 [ t1) are
marked as dashed lines
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which give the activation energy of aa to be about 230

kJ/mol for P91 steels (9 wt.% of Cr and 1 wt.% of Mo; for

more detailed composition, see[10]) at temperatures ranging

from 485 to 640 �C.[10]

2.2 Diffusion of Carbon in the Substrate

2.2.1 Homogenisation Model

The general treatment of multi-phase diffusion (and asso-

ciated phase transformations) in 1D has been rationalised

by the homogenisation model[25,26] (Fig. 4) which is

implemented in the DICTRA software package by using

the finite volume method (FVM).

In the homogenisation model, the diffusive flux of ele-

ment k in a single phase in the lattice-fixed frame of ref-

erence, Jk, is given by:

Jk ¼ �Mkck
olk
oz

ðEq 5Þ

where Mk, ck and lk are the mobility, concentration, and

chemical potential of component k, respectively. To

account for the multi-phase diffusion, Jk is given by:

Jk ¼ �Ck
olk
oz

ðEq 6Þ

where the homogenisation function Ck for element k is a

function of

Cr
k ¼ Mr

kc
r
k ðEq 7Þ

which is evaluated for each phase r and is local phase

geometry dependent. For example, the Wiener bound[27]

(rule-of-mixture) defines Ck as a function of the volume

fraction of phase r, f r:

Ck ¼
X

r
f rCr

k ðEq 8Þ

It should be emphasised that both Ck and lk in Eq 6 are

evaluated by assuming that at each point along the reaction

front, the local phase assemblage comes to local

equilibrium.

2.2.2 Application to 9Cr Steels Exposed to CO2

Because the Cr concentration in the spinel phase region is

close to that in the alloy, and the diffusion of substitutional

elements such as chromium in the ferrite is much slower

compared with that of interstitial carbon, no (long-range)

chemical inhomogeneity is observed in the substrate apart

from carbon. The slow diffusion of oxygen within the

substrate, characterised by the shallow internal oxide zone

(IOZ) beneath the spinel phase region, has limited influ-

ence on carbon ingress. The diffusion in the alloy substrate

can, therefore, be simplified by considering only the carbon

Fig. 3 (a) In-depth carbon mole fraction profile in a P92 steel (9wt.%

of Cr, 2wt.% of W and 0.09wt.% of C; for more detailed composition,

see [21]) reacted with Ar–50 vol.% CO2 at 550 �C, measured by Glow

Discharge Optical Emission Spectroscopy (GDOES), after [21];

(b) mole fraction of carbon measured at the spinel/substrate interface

in a class of 9Cr steels (8.92-9.44wt.% of Cr and 0.093-0.11wt.% of

C; for more detailed composition, see [10]) exposed to a CO2-rich

gaseous environment at different temperatures, at * 105 h, after [10].

Reproduced by permission of Elsevier

Fig. 4 Schematic illustration of the homogenisation model

J. Phase Equilib. Diffus.

123



concentration (CC) field, which can be described by the

diffusion equation in a volume-fixed frame of reference as

_CC ¼ r � Deff
C rCC

� �
ðEq 9Þ

where the effective chemical diffusion coefficient of car-

bon Deff
C can be expressed as

Deff
C ¼ f avD

a
C

dCa
C

dCC

ðEq 10Þ

which explicitly considers carbide precipitations in the

ferrite; this is important since carbon diffuses predomi-

nantly through ferrite but is mainly tied up in the carbide

precipitates. Because of the slow-growing features of car-

bide, it is reasonable to assume a local equilibrium between

carbide and ferrite (within a finite volume). Therefore, in

Eq 10, the volume fraction of ferrite (f av), the chemical

diffusion coefficient of carbon in ferrite (Da
CÞ and the car-

bon concentration within the ferrite (Ca
C) can all be eval-

uated by coupling with typical thermodynamic and

(diffusional) mobility databases.[10]

Differences of Deff
C have been found between those

calculated from Eq 10 (which is coupled with Thermo-Calc

TCFE8 and MOBFE4 databases) and those derived from

carbon uptake measurements, particularly at low tempera-

tures,[10,12] possibly due to precipitation-induced strain in

the ferrite.[12,13] A phenomenological correction factor, f,
which is imposed to Deff

C as

Deff;corr
C ¼ f CC; T ; tf gDeff

C ðEq 11Þ

was found highly CC,
[12] time (t),[12] and temperature

(T)[10] dependent.

Nevertheless, solving Eqs 9 and 10 allows for fast

evaluation of the carbon diffusion field under any boundary

conditions applied, such as those described in section 2.1.

This is particularly useful for engineering applications

where:

• Proposed physical models need to be calibrated against

a large number of experimental measurements.[10]

• Sampling-based lifetime assessment requires an effi-

cient probing of the physical status for any physical

parameters assumed.[28]

2.3 Oxidation Models

Compared with relatively more extensive and more mature

modelling efforts describing diffusion and associated phase

transformation in alloy substrates,[1,29–31] fewer physics-

based modelling approaches concentrate on the mass

transport within the oxide for predictions of the thickening

kinetics of the scale when exposed to high-temperature

corrosive environments. One practical solution appealing

to both the Wagner theory[32,33] and measured kinetics, as

done in[5] for 9Cr steels, is to fit Wagner’s kinetic model to

measured oxidation kinetics by considering the effective

diffusional mobility of ionic species as adjustable parame-

ters; physics, such as treating how SiO2 blocks the diffu-

sion and enhances the oxidation resistance can therefore be

rationalised in this approach. Since no defect chemistry has

been explicitly considered, such approaches lack predictive

capabilities when extending to arbitrary alloy composi-

tions. There are several approaches based on the Wagner

theory that emphasise the role played by the defect

chemistry—these have been able to rationalise the exper-

imentally observed parabolic kinetics and microstructural

features such as void formation in thick oxide layers.[34,35]

Here, we show the general approach proposed within the

CALPHAD framework for the Fe-O system[34] which is

implemented in the homogenisation model as described in

section 2.2.1. The thermodynamic description of defect

chemistry for the solid Fe-O system was primarily assessed

by Sundman.[36] It was further modified by introducing

vacancies (Va) in the oxygen sublattice to account for PO2

dependent oxygen mobilities.[11,34,37,38] All descriptions

were formulated using the compound energy formalism

(CEF)[18]:

Wu stite : Feþ2; Feþ3;Va
� �

1
O�2;Va
� �

1

Magnetite : Feþ2; Feþ3
� �

1
Feþ2; Feþ3;Va
� �

2
Feþ2;Va
� �

2
O�2;Va
� �

4

Hematite : Feþ2; Feþ3
� �

2
Feþ3;Va
� �

1
O�2
� �

3

Since the ionic diffusion in oxide is highly dependent on

the defect concentration, it is critical to couple with the

above assessment when predicting the diffusion coefficient.

A general diffusion model for mass transport in oxide was

introduced by.[34,39,40] The main difference compared to

those treating diffusion in metallic systems[25,26] is that the

mobility Mr
j of element j in phase r has a contribution from

different types of charged species in different sublattices

which are independently defined, consistent with:

Mr
j ¼

P
sa

r
s

P
kbjky

rs
k z

rs
VaM

rs
kVaP

sa
r
s

P
kbjky

rs
k

ðEq 12Þ

where Mrs
kVa is the mobility of species k on sublattice s in

phase r, ars is the number of sites on sublattice s in phase r,

bjk is the number of moles of element j per mole formula

unit of species k and yrsk is the site fraction of species k on

sublattice s in phase r. The parameter zrsVa is identical with

yrsva if the vacancy is a defined constituent on the sublattice,

otherwise, it is set equal to one. Equation 12 gives a rather

general and complete description of ionic transport in the

oxide lattice. Besides, explicit treatments of diffusive flux

(and its divergence) in anion sublattice in oxides (i.e. O2- as
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the volume carrier) allow for the evaluation of the upper

bound of the amount of Kirkendall porosity.[34]

It has to be emphasised that the defect-chemistry-based

oxidation model described in this section is for a rather

idealised situation, such as oxidation of pure Fe, where

solid-state diffusion is dominated. For CO2 oxidation of

9Cr steels, as discussed in section 3.2, the complex

microstructure of the scale may alter the mass transport

mechanisms locally.

2.4 Coupling of Oxidation with Carburisation

The (semi-)coupling of oxidation and carburisation has

been proposed in[10] where the flux boundary condition Eq

4 is modified by introducing a carbon partitioning term

when imposed to a moving scale/alloy interface:

JHCVm ¼ aa Tf g aeqC � aHC
� �

þ PCC
H

CVmv
H tf g ðEq 13Þ

where vH is the time-dependent moving velocity of the

spinel/alloy interface (due to oxidation), and PC defines the

partitioning of carbon between the scale and the alloy

substrate (i.e. PC ¼ 0 means that the spinel retains all the

carbon as it grows while PC ¼ 1 means all carbon is piled-

up in the substrate ahead of the spinel). If assuming PC to

be time-independent, the flux of carbon deposited on the

spinel phase region, 1� PCð ÞCH

CVmv
H tf g, is increasing

with time as the interface migrates inwards.

This approach assumes that the carbon concentration

field does not influence the oxygen concentration/chemical

potential field thus the scale thickening kinetics. A reac-

tion-based approach (which violates local-equilibrium

assumptions) might be required for full coupling of oxi-

dation and carburisation in this case, but this remains the

subject of future work.

2.5 Treatment of Finite-Size Samples

Building on the models described in previous sections, it is

also practically important to treat various geometries of

samples, as the carbon saturation within the substrate has

been found to be strongly correlated with the initiation of

the breakaway oxidation.[10] The homogenisation model,

which is implemented in 1D, has succeeded in rationalising

the measured carbon profiles for a finite domain.[5] The

efficient numerical model proposed (described in section

2.2.2) shows good agreement with the homogenisation

model.[10] By extending the proposed numerical model to

arbitrary 2D/3D geometries, it is possible to rationalise the

carbon uptake kinetics at the component scale. As illus-

trated in Fig. 5, for complex 2D/3D geometries, the carbon

concentration at the oxide/alloy interface also shows

inhomogeneity—the corner or edge region is more sus-

ceptible to carbon saturation.

3 Discussion and Outlook

3.1 On the Challenge and Future Developments

of Oxidation Models

In the oxidation model described in section 2.3 and

outlined in,[34] the diffusion field is solved by using the

homogenisation model, which is fully coupled with the

thermodynamic description of the Fe-O system (see section

2.3), the molar volume assessment and the mobility

assessment (Eq 12,[41]). This allows for predicting the

evolution of (1) phase fractions and (2) the upper bound of

Kirkendall porosities.

Performing such simulations, however, remains numer-

ically challenging mainly due to:

(1) The high nonlinearity when solving the diffusion

equation. The diffusive mobility of charged species,

which is sensitive to the vacancy concentrations (Eq

12) and thus the magnitude of PO2
, is very different

across the oxide scale.

(2) The computationally demanding free energy min-

imisation procedure which finds the minimum free

energy and associated partitioning of different

charged species across different sub-lattices. In other

words, the many internal degrees of freedom typi-

cally employed for oxide phases make the equilib-

rium calculation both numerically challenging and

computationally costly.

The difficulties outlined above are even more significant

for higher-order systems such as Fe-Cr-O[42] and Ni-Cr-

O.[11] A possible way forward would be to parameterise the

Gibbs free energy (respective to composition) for oxide

phases, i.e. remove the internal degrees of freedom by

introducing some auxiliary, preferably smooth function.

Although such an approach would certainly come about at

the cost of reduced accuracy, it should be a viable solution.

Another numerical approach, called the ‘interpolation

scheme’, as implemented in the DICTRA software pack-

age, is to store calculated thermodynamic equilibria in a

discretised thermodynamic condition mesh, so any further

equilibrium calculation that falls within the calculated

conditions will be obtained by interpolating results from

those at neighbouring conditions.[43] This can significantly

speed up the diffusion calculations which require intensive

thermodynamic equilibrium calculations. However, only

the C0 continuity has currently been implemented in the

‘interpolation scheme’,[34,43] i.e. the derivatives of stored
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thermodynamic equilibria with respect to the composition

mesh are discontinuous. A higher degree of smoothness,

i.e. a Ck continuity with k[ 0, may allow for a coarser

mesh thus much higher numerical efficiency and accuracy.

Rather than explicitly solving the time-dependent dif-

fusion field as described above, another way to simplify the

calculations, as implemented in,[44] is to transform the

governing equations to a set of ordinary differential equa-

tions (ODEs) by defining

n ¼ z=
ffiffi
t

p
ðEq 14Þ

where z and t stand for the spatial coordinate and the time,

respectively. The time-independent steady-state oxidation

rate can therefore be predicted in this way. This method

shows potential advantages for high-throughput alloy

design efforts.[45]

Apart from the numerical aspect of solving the diffusion

equation for oxide phases, the thermodynamic/mobility

descriptions for oxide phases need further improvements.

The complete description of defect formation energy (such

as for vacancies, charged species, and defect clusters) can

nowadays be predicted by electronic/atomistic structure

calculations,[46–49] compensating direct experimental

measurements. One can see advantages and opportunities

to describe the ‘defect phase’[50–52] by using the CEF.

One more critical factor in treating the mass transport

within the scale is the role played by the short-circuit dif-

fusion paths, such as grain boundary (GB) diffusion, which

is much faster than in the lattice. Though several phe-

nomenological approaches are available to account for GB

diffusion,[53] the sensitivity of predicted oxide thickness to

the assumed GB diffusion activation energy reduction

factor is rather significant (see Fig. 6).

Therefore, it would be more natural to treat GBs in

oxide scales in 2/3D because of the oxide grain growth, the

oxide GB structure (such as GB misorientation) dependent

diffusional kinetics along oxide GBs, the space charge

effect,[54,55] and possible complexities due to GB disloca-

tions.[56] Besides, the morphology of internal oxide pre-

cipitates within the alloy substrate strongly influences the

kinetics of transition to the protective scale being pre-

dicted.[57,58] Phase field (PF) models, such as the WBM

(Wheeler, Boettinger and McFadden) model[59,60] as

implemented in YAPFI[61] or the KKS (Kim-Kim-Suzuki)

model[62] as implemented in,[63] coupled with thermody-

namic and mobility models outlined in section 2.3, provide

potential flexibilities for quantitative predictions of scale

thickening kinetics for high-temperature oxidation/corro-

sion applications.

3.2 On the Carbon Transport Through Oxide Scales

Currently, there is no consensus on the transport mecha-

nism of carbon across the oxide scale during the parabolic/

cubic oxidation kinetics region. For the CO2 oxidation of

9Cr steels, one alternative mechanism proposed for oxygen

and carbon transport in the spinel—which contradicts the

Wagner theory and the oxidation model described in Sects.

2.3 and 3.1—is the so-called ‘available space model’[64]

which involves gaseous transport through the ‘nanochan-

nels’ within the scale. The rate-determining process of

Fig. 5 Typical distributions of

carbon uptake predicted at the

spinel/substrate interface across

a 2D domain at different times

J. Phase Equilib. Diffus.

123



inward growth of the spinel phase is, therefore, vacancy

condensation and pore formation at the scale/alloy inter-

face, which are each determined by the outward diffusion

of Fe leaving the scale/alloy interface rather than by the

inward diffusion of oxygen. One advantage of this model is

that it explains the observed duplex oxide structure (i.e. the

equal thickness of magnetite and Cr-rich Fe spinel layers).

However, there is no direct experimental observation of

inter-connected ‘nanochannels’ across the scale to support

the ‘available space model’. Instead, by using the atom

probe tomography (APT), Young et al.[65] identified carbon

segregation along the GB of the Cr2O3 scale for the Fe–20

wt.% Cr alloy exposed to an Ar–20 vol.%CO2 environment

at 650 �C, suggesting oxide GBs as plausible pathways for

carbon transport within the Cr2O3 scale.

Therefore, a combination of solid-state diffusion along

the spinel GB and gaseous transport via pores within the

spinel has been proposed by Gong et al..[5] Nevertheless,

the lack of direct imaging of carbon within the spinel phase

motivates measurements by nanoscale secondary ion mass

spectrometer (Nano-SIMS), which in principle gives higher

confidence in terms of chemical resolution particularly for

carbon, as shown in Fig. 7 (reproduced from[11]). In this

study, a P91 steel sample is exposed to a high-pressure CO2

gaseous environment for about twenty thousand hours (for

more details of alloy composition and exposure conditions,

the reader is referred to[5]). The distributions of 56Fe16O-

(yellow), 52Cr16O- (purple), 28Si
�
(red) and 12C

�
2 (green)

are highlighted in Fig. 7. One can clearly see a prevalence

of solid-state carbon present close to the spinel/metal

interface; this justifies the modelling approach described in

section 2.4 where the carbon deposited within the spinel

phase increases with time while the spinel phase grows

inwards. At a later exposure stage, when both the alloy

substrate and the spinel phase region are saturated with

carbon, breakaway occurs.[12,16] This is a plausible expla-

nation for the breakaway effect.

Even though Eq 13 helps to rationalise the observed

carbon distribution (at a large length scale) and is thus

useful for lifetime assessment, it must be emphasised that

the spinel phase region shows a rather complex

microstructure. Figure 7 reveals two layers with distin-

guished features in the spinel phase region: close to the

magnetite, the dense Cr-rich spinel matrix is decorated by

small core/shell structure (representing oxidation of Cr-rich

carbide which was also observed at the internal oxidation

zone[5]), with Si enrichment and chromite phase found at

spinel grain boundaries; the inner spinel phase region,

however, shows larger core/shell structure, less Cr content

in the matrix, more carbon-enriched phase embedded, and

higher porosities. One can see more details of the above

features of phases by a typical line profile taken from the

inner spinel phase region, as shown in Fig. 7(d). Further

detailed characterisations, such as APT analysis, are nee-

ded to locate carbon at the nanoscale.

Fig. 6 Predicted oxygen

concentration profiles at one

hour ((a) and (c)) and evolution

of oxide thickness ((b) and (d))

for Fe exposed to dry air by the

homogenisation model [34]; the

GB diffusion activation energy

reduction factor for magnetite

amag (see definition in [34]) is

assumed to be 0.4 ((a) and (b))

or 0.5 ((c) and (d)). Reproduced
by permission of Wiley
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3.3 On the Analytical Solutions for Carbon

Diffusion in the Substrate

Numerical approaches make the models and associated

partial differential equations (PDEs) outlined in previous

sections rather easily solvable. However, the possibility of

analytical solutions, often offering higher precision and

efficiency, is emphasised in this section. Consider the fol-

lowing PDE in a 1D domain with a finite size of L defined

within [0, L] where L is a constant,

_CC x; tf g ¼ r � DCrCCð Þ; ðEq 15Þ

with the initial condition

Fig. 7 Chemical mapping of

oxide phase regions by Nano-

SIMS: (a) count distribution of
56Fe16O- (yellow), 52Cr16O-

(purple), 28Si
�
(red) and 12C

�
2

(green); (b) count distribution of
12C

�
2 ; (c) secondary electron

(SE) imaging; (d) selected line

profile of counts (red line

marked in (c)) highlighting Cr-

rich spinel, carbide, Cr-depleted

spinel, carbon plate and Cr-rich

spinel phase and Si enrichment

at grain boundaries. The

figure is adapted from
[11] (Color figure online)
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CC t ¼ 0f g ¼ C
�

C; ðEq 16Þ

and the boundary conditions

a Ceq
C � CC

� �
¼ �DC

oCC

ozx
on x ¼ 0

a C
eq
C � CC

� �
¼ þDC

oCC

ozx
on x ¼ L

ðEq 17Þ

where both C
�

C and Ceq
C are materials-specific constants.

The Robin boundary condition (Eq 17) resembles the

interface reaction boundary conditions as described in

section 2.1. Here, we outline ways to approach several

cases:

• Both DC and a are constants. The above equations can

be solved by using the Sturm–Liouville theory (i.e. to

use the separation of variables).[66]

• DC is a function of CC. In this case, we could solve it by

changing the variable. For example, by defining

t1 ¼ Davt ðEq 18Þ

U ¼
ZC

C
�
C

DC CCf g
Dav

dC ðEq 19Þ

where Dav is the average DC over CC, Eq 15 is trans-

formed to

r2U ¼ Dav

DC CCf g

� �
oU
ot1

ðEq 20Þ

By moving the non-linear part out of the Laplacian

(r2), the transformed equation is easier to solve.[67]

• Both DC and a are a function of t. In this case, we could

first transform the time by defining

t1 ¼
Z t

0

DC tf g dt ðEq 21Þ

Then we could use a perturbation method to solve the

integral equation.[67]

Furthermore, analytical solutions show advantages in

describing moving interface problems. As shown in[10]

(appendix: derivation of analytical solution for oxidation),

the velocity of the interface (which is controlled by the

diffusion field with a constant diffusion coefficient) can be

derived exactly by using a modified similarity method.

It has to be emphasised that it is challenging to use

analytical solutions describing the full dependencies of

PDEs simultaneously, especially for non-linear cases.

However, analytical solutions offer a baseline to test

numerical implementations for several fairly complex ideal

situations.

3.4 On the Prediction of Breakaway Oxidation

by Kinetic Modelling

Once the component with a finite size is saturated with

carbon by the Boudouard reaction, excess carbon will be

deposited on the metal/oxide interface and within the spinel

phase region. The consequent volume expansion damages

the scale, destroying its semi-protective character. Besides,

because the steel is by then carburised, insufficient chro-

mium remains in the ferrite to heal the scale, leading to

breakaway initiations. Such phenomena motivate the life-

assessment strategy based on the carbon saturation in the

substrate of the component.[10] We first correlate the

measured carbon uptake kinetics and the breakaway initi-

ation kinetics by assuming a critical value of carbon uptake

defining the saturation. We can then confidently extrapolate

the carbon uptake kinetics from high to low-temperature

regions based on physical models described in section 2.

The breakaway initiation at low temperatures, which has

never happened, can therefore be predicted based on low-

temperature carbon uptake kinetics and the critical carbon

uptake assumed. As shown in Fig. 8, the predicted time to

carbon saturation (TCS) is strongly correlated with the time

to breakaway initiation (ttb). By reducing the exposure

temperature, the lifetime of the component can be signifi-

cantly extended.

4 Summary and Conclusions

Computational modelling of phase transformations in

metals and alloys is evolving to greater and greater com-

plexity, driven by (i) more sophisticated kinetic treatments

for diffusion-assisted transformation, (ii) ever-improving

thermodynamic and kinetics databases and (iii) the wider

availability of low-cost computing hardware. This situation

is allowing more and more sophisticated calculations to be

carried out of significant engineering relevance—for

example, the true alloy compositional complexity can be

handled together with reactions from gaseous media. In this

article, we have demonstrated this to be the case, by

focussing on recent progress concerning the degradation of

9Cr steels in high-temperature CO2. Numerical models

describing the oxidation kinetics, the non-steady-state

carburisation kinetics, and the coupling between them have

been introduced. The current challenges and future devel-

opments of the defect-chemistry-based oxidation model

have been highlighted. The mechanism of carbon transport

has been discussed concerning the complex microstructure

revealed in the spinel phase region. The derivation of

analytical solutions for solving the carbon concentration

field is briefly summarised. Furthermore, the carbon uptake

models described in this paper can well rationalise
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measured carbon uptake kinetics across a wide range of

temperatures for components with complex geometries;

this makes the lifetime prediction, which is based on car-

bon saturation kinetics, possible.
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